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Preface to the Series 

The RIKEN BNL Research Center (RBRC) was established in April 1997 
at Brookhaven National Laboratory. It is funded by the "Rikagaku 
Kenkyusho" (RIKEN, The Institute of Physical and Chemical Research) of 
Japan. The Center is dedicated to the study of strong interactions, including 
spin physics, lattice QCD, and RHIC physics through the nurturing of a new 
generation of young physicists. 

During the first year, the Center had only a Theory Group. In the second 
year, an Experimental Group was also established at the Center. At present, 
there are seven Fellows and seven Research Associates in these two groups. 
During the third year, we started a new Tenure Track Strong Interaction 
Theory RHIC Physics Fellow Program, with six positions in the first academic 
year, 1999-2000. This program had increased to include ten theorists and one 
experimentalist in academic year, 2001-2002. With recent graduations, the 
program presently has eight theorists and two experimentalists. Beginning last 
year a new RIKEN Spin Program (RSP) category was implemented at RBRC, 
presently comprising four RSP Researchers and five RSP Research Associates. 
In addition, RBRC has four RBRC Young Researchers. 

The Center also has an active workshop program on strong interaction 
physics with each workshop focused on a specific physics problem. Each 
workshop speaker is encouraged to select a few of the most important 
transparencies from his or her presentation, accompanied by a page of 
explanation. This material is collected at the end of the workshop by the 
organizer to form proceedings, which can therefore be available within a short 
time. To date there are forty-nine proceeding volumes available. 

The construction of a 0.6 teraflops parallel processor, dedicated to lattice 
QCD, begun at the Center on February 19,1998, was completed on August 28, 
1998. A 10 teraflops QCDOC computer in under development and expected to 
be completed in JFY 2003. 

T. D. Lee 
November 22,2002 

*Work performed under the auspices of U.S.D.O.E. Contract No. DE-AC02-98CH10886. 
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High Performance Computing With QCDOC and BlueGene 

Introduction 

Staff of Brookhaven National Laboratory, Columbia University, IBM and the RIKEN 
BNL Research Center organized a one-day workshop held on February 28, 2003 at 
Brookhaven to promote the following goals: 

1) To explore areas other than QCD applications where the QCDOC and 

2) To identify areas where collaboration among the sponsoring institutions can be 

3) To expose scientists to the emerging software architecture. 

BlueGene/L machines can be applied to good advantage, 

fi-uitful, and 

This workshop grew out of an informal visit last fall by BNL staff to the IBM 
Thomas J. Watson Research Center that resulted in a continuing dialog among 
participants on issues common to these two related supercomputers. The workshop was 
divided into three sessions, addressing the hardware and software status of each system, 
prospective applications, and future directions. 

The first session was divided into four presentations, updating the hardware and software 
developments for the QCDOC and BlueGeneL systems, respectively. Norman Christ 
presented the QCDOC overview and status. Peter Boyle, Dave Stampf and Robert 
Bennett described the user software environment for that machine, including user 
extensions such as MPI. Dong Chen and Jose Moreira gave overviews of the BlueGene/L 
hardware and software. The machines are similar in their torus interconnect network, 
their underlying chip technology and in the topical nature of their target applications. 
They differ primarily in that BlueGene is designed to have a wider range of applications, 
while QCDOC is expected to be ready first. Hence, the developments of each are of 
considerable interest to the constituencies of both systems. 

The second session highlighted some of the applications under consideration, particularly 
those other than the intended applications. Jim Glimm described the work that has been 
done analyzing the suitability of QCDOC for molecular dynamics modeling. Doug 
Swesty described QCDOC’s prospects in astrophysics. Bob Germain described the suite 
of applications that have been studied for BlueGeneL. David Keyes discussed the 
attributes of supercomputer architectures required for solving parallel implicit PDEs, and 
Mark Tuckerman described optimal schemes for Car-Paninello based ab initio molecular 
dynamics studies. 

The final session looked to the fbture. A1 Gara highlighted the similarities and differences 
between the two systems. Bill Gropp helped place these systems in the context of next 
generation supercomputer developments, including commodity, vector and topical 
architectures. Jim Davenport hosted a closing discussion of fbture work, including 
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identification of independent activities that might be strengthened through collaboration, 
possible avenues for this community to continue to be involved with each other, and 
promoting means of encouraging more widespread access to machine simulation studies. 
There appeared to be a consensus that this workshop had been valuable, and that there 
should be some formal follow-up, perhaps at a BlueGene workshop at Livermore this fall 
already in the planning stage. 

Organizing Committee: 
Norman Christ - Columbia 
Jim Davenport - BNL 
Yuefan Deng - BNL/Stony Brook 
A1 Gara - IBM 
Jim Glimm - BNL/Stony Brook 
Bob Mawhinney - Columbia 
Ed McFadden - BNL 
Arnie Peskin - BNL 
Bill Pulleyblank - IBM 



I 

Only Difference Equations 

T. D. Lee 
Columbia University and RBRC 

Presented at the QCDOCBb Genes Workshop 
February 28,2003 
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Fundamental Physics should be based 
on Difference Equations 

(not differential equations) 

Local field theory is inadequate 

Both difference and differential equations 
can have the same continuous p u p s  of 
sym. (including translations and rotations) 
Difference equations have chaos and 
bctal type solutions, not possessed by 
differential equations 
Differential equations are only 
approximations to difference equations 

Physics should be described by difference 
equations, not differential equations. 
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QCDOC 
System Overview and Project Status 

Norman H. Christ 
Columbia Univeristy 
New York, NY 10027 

The QCDOC (Quantum Chromodynamics of a Chip) computer architecture is intended 
to provide a cost-effective computing platform for very large scale lattice QCD calculations. 
By utilizing a 6-dimensional mesh interconnection network and simple computing nodes con- 
structed from a single chip and standard memory module we are able to provide a machine 
capable of scaling efficiently to  tens of thousands of nodes and delivering more than 10 Ter- 
aflops of sustained performance at a cost per sustained performance of less than $l/Mflops. 

An industry standard, PowerPC RISC processor, 4 Mbytes of memory, two Ethernet ports 
and 24, 500 Mbit/s serial links are included in the chip which forms the basis of the com- 
putational node. The resulting compact design with very few components permits very 
large-scale, low-power systems to be constructed. Extensive built-in error checking and cor- 
recting for the serial communications and both the on- and off-chip memory increases the 
reliability of the machine. 

Considerable attention is paid to  the bandwidth and latency of both the memory system 
and the serial communications. Sufficient independent control circuitry is provide to permit 
a large overlap between the nearest-neighbor serial communication and on-node computa- 
tions. As a result very good performance is achieved for QCD even when a fixed size system 
is studied using an increasingly large machine. The table below shows performance at a p  
proximately 50% of peak for calculations on a fixed 323 x 64 lattice size as the machine size 
is increased from 4K to 32K nodes and the number of lattice points per node falls to a very 
small 64. 

2620ps 
1310ps 11.5ps 

13 ps 
15 ps 15.6 

We are now in the final stages of the design of this ASIC with tape out expected in March 
and prototype chips in May. We plan substantial development machines (7 Teraflops peak 
in aggregate) in Fall 2003. Large scale, 10 Teraflops machines will be available at the RBRC 
here at Brookhaven and at the University of Edinburgh in 2004. Finally a 20 Teraflops 
(peak) DOEfunded machine is planned for Brookhaven also in 2004. These machines have 
been designed to achieve high efficiency for lattice QCD calculations. However, we hope 
that they may also be effective for other targeted applications which are able to exploit the 
nearest-neighbor grid-based communications network. 
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STRATEGY 

0 QCD Requirements: 

- Space-time homogeneity supports easy 
parallelization and a mesh network. 

- Scaling implies small volumes/node: 

Work oc N&es 
Power NplOceSSOrS 

Fixed execution speed requires: 

Nsites 

Npsocessors 
N s i t  es /Nites 

oc l/N&es oc l / L S  

1 
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- Good scaling allows optimization of: 
* processor price/performance 
* power 
* packaging 

- Good scaling requires: 
* high bandwidth 
* low latency 
* small packet size 
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COLLABORATION 

Columbia (DOE): 

BNL (SciDAC): 

Norman Christ 
Saul Cohen 
Calin Cristian 
Zhihua Dong 
Valeriya Gadiyak 
Changhoan Kim 
Ludmilia Levkova 
Xiaodong Liao 
HueyWen Lin 
Guofeng Liu 
Robert Mawhinney 
Azusa Yamaguchi 

Robert Bennett 
Tameka Carter 
Chulwoo Jung 
Konstantin Petrov 
David Stampf 

UKQCD (PPARC): Peter Boyle 
Balint Jo o 

RBRC (RIKEN): Shigemi Ohta (KEK) 
Tilo Wettig (Yale) 

IBM: Dong Chen 
Alan Gara 
Design groups: 

Yorktown Heights, NY; 
Rochester, MN; Raleigh, NC 

15 



DESIGN 

0 IBM-fabricated, single-chip node. 
[50 million transistors, 3-4 Watt, 1.3cmx1.3cm die] 

0 PowerPC 32-bit processor 

- 1 Gflops, 64-bit IEEE FPU. 
- Memory management. 

- GNU and XLC compilers. 

0 4 Mbyte on-chip memory and up to 
2.0 Gbyte/node on DIMM card. 

0 6-dim co.mmunications network: 
- Efficient for small packet sizes, = 200ns latency. 
- Global sum/broadcast functionality. 

- Minimal processor overhead. 

- Lower dimensional machine partitions. 

0 100 Mbit/sec, Fast Ethernet 
- JTAG/Ethernet boot hardware. 
- Host-node OS communication. 
- Disk I/O. 

- RISCWatch debugger. 

0 = 5 Watt, 15 in3 per node. 

16 



2.6 GByte/sec Interface 
to External Memory Double Precision 

RISC Processor 
Embedded DRAM 

Complete Processor Node 
on a Single QCDOC Chip 

DDR 
SDRAM 
module 
sense 

110 port 

Ethernet-JTAG 
Interface 

4KE recv. fifo 

Ethernet 
Interface 

.- I00 Mbit/sec -1 



COMMUNICATIONS SPECIFICS 

0 64-bit packets with &bit headers. 

0 Each packet acknowledged but “3-in-the-air” 
allowed. 

0 Send and receive in each of the 12 directions 
driven by block-strided DMA - 24 channels. 

0 16-deep, chained DMA instruction memory 
for each channel. 

0 Single PowerPC store launches DMA-driven 
communications on up to 24 channels. 

0 Polled or interrupt-driven completion. 

0 Independent tranmission/reception of 64-bit, 

0 St ore-and-forward capability: 

memory-mapped supervisor packets. 

- Receive data stream from one direction. 
- DMA-driven storage of incoming data stream. 
- Multi-direction broadcast of incoming data stream. 
- Data stream broadcast preceded by up-to 128-bits 

- Two identical store-and-forward engines allow only 

of local data. 

L/2 operations. 

18 



QCDOC Operating System 
Peter Boyle 

University of Edinburgh 
Col urn bia University 

0 Overview 

0 Node-kernels 

0 Qdaemon 

0 Software Partitioning 



QCDOC Operating System 

Peter Boyle 
University of Edinburgh 

Columbia University 

We discuss the software strategy and operating system for QCDOC. In particular we 
focus on the Qdaemon management software on the front end computer, the node 
kernels, and the partitioning scheme. 



Operating System 
Boot machine 

Diagnose hardware errors 

Run one program on each CPU 

Service Comms and 1 / 0  requests 

Robust, Simple, Efficient 
De bug hard ware with software! 

0 No-nonsense front end. 

o Controlled boot sequence lean Kernel 

0 Run one process and run it well. 
VERY tightly coupled - no scheduling. 

0 Memory protection but not trans 
Zero copy DMA + Never miss T 

21 
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QCDOC Run Kernel QCDOC Application 

c++ class i 
h) w 

PPC asm 

[ Init I J 
T 

I I '. I \ ! ' !  ! 

NodeH0st.x 
m0unt.x 

Modified 

-1 I :;;;,Controller Cygwin support 
ooen,read.write 
chdir, exit etc... 

Qsocket QCDW specific 

A 

hdw regs 

int main(argc,argv) K 

Cygwin 
newlib 

-7 

Cacheable 
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QCDOC - 
I- NIC-0 

JTAG 
BKERP 
RPC 

NIC-n 

UI 

Qdaemon Architecture 

InstanceManagerdy pe> 

ConnectionManager 

(-11 m-Gi9 Web Services 
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Dimension Folding 
Simple case 
Fold two machine axes m l ,  m2 lengths 11, 12 
Forms one application axis length 11 x 12 

-Requirement: one of 11 or 12 is even. 

40498.2 + 1608.2 4 * 4 +  16 

Remapped partition is a properly connected grid 

e Translational invariance the in 3,4,5,6 directions 
guarantees the 2-d 11 x 12 curve is replicated. 

e Orthogonality guarantees the links exist to  make up 
remapped Cartesian grid. 

24 
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Keep on folding! 
m 3  Orthogonal to  both ml and m 2  + iterate. 
(11 x 12 x 13) 14 15 16 ' 1 1 

4 4 2 + 32 

m4 and m 5  orthogonal to  ml and m 2  
(11 x 12) (13 x 14) (15 x 16) 1 1 1 

26 motherboard + 4 4 4- 
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QCDOC Front End External Interfaces & Services 

David R. Stampf 

In form a tion Technology Division 

Brookhaven National Laboratory 

The QCDOC computer is substantially different in character from its predecessor the 
QCDSP. Changes include more processors, more memoqdprocessor, faster processors 
and what we hope to be a growing user community with interests that diverge fi-om those 
of the QCD/Lattice Gauge community. This will require computer access that is both 
more capable and more robust than what exists for the QCDSP machine. This 
presentation describe the external interface that will be available to the QCDOC users 
and it’s internal architecture. 

The QCDOC computer will not have a full fledged operating system running on it with 
provisions for user commands and interaction. It will be strictly an applications platform 
and all of the traditional operating system services will instead be placed on a front end 
computer that will be responsible for providing interactive capabilities, Grid protocols, 
Web access and an entry point for program access (e.g. Qcsh) to the QCDOC. We are 
currently evaluating fiont end systems for this purpose. The main requirements are that it 
support 8-10 Gigabit networks connections to the QCDOC and that it provide a 
reasonable platform for O/S work. (Good thread support, a good platform for Grid work, 
Apache/Tomcat web services, etc.) This will probably be satisfied by a modem Unix 
workstation. 

Internal to this front end machine is a collection of software modules that has been named 
the “qdaemon”. The qdaemon maintains three critical data shctures - a list of Services, 
a list of Clients and an “in-use” table that protects objects in a multi-threaded 
environment. When an external user connects to the front end, they will first deal with 
acceptance and validation modules that will authorize access to the computer and grant 
certain privileges. When this is done, the new client is added to the Client table and is 
there-after reachable by any other module in the system. A Client Manager and Proxy 
object is then used to deal with the user. This object will handle negotiations with the 
user based upon the type of access (interactive, web, grid, etc.). Eventually, the user will 
need access to some sort of service. Services are available fiom the Service table by 
name. The user process will deal with the service for as long as necessary, and when the 
interaction is complete, will fall back to the client manager and proxy. 

Once clients and services are in the table, they are available to all system components. 
We see the extension of the concept of a client to more abstract ideas such as “the 
monitor client”, or the “system health watch client” that are really proxies for services 
that the QCDOC will need. In addition, Services may also be extended to include Log 
services and system status services that are more for the use of the QCDOC rather than 
users. 

27 



QCDOC Front End 
External Interfaces & Services 

Brookhaven Science Associates 
U.S. Department of Energy 

Peter Boyle ti Dave Stampf 

I- 
BROOKHAVEN 

CAT1 O h  A L LABORATORY 

1 Goals 

rn Transform the QCD user interface to QCDOC 

rn Maintain expert level access 
rn Provide means of getting more data to more 

nodes and at faster speeds 
rn Provide means to share QCDOC among many 

users with diverse interests 
To minimize the OIS work at QCDOC nodes 
Provide Operational Interface 

framework. 

Brookhaven Science Associates BROOKI~P~VEN 
U.S. Department of Energy N x r i  DHAL t.,\Uo!ivroRY 
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High Level View 

Application Grid Pratocols 

Qcsh plarfum ’ Qcm Eutmal 

, Telnwssh 
I Interface Interface 

Brookhaven Science Associates 
U.S. Department of Energy 

I. 

B R O O ~ ~ A U E N  
X A T I O V A L  LAHORATORY 

Front End Hardware & Software 
I I 

rn Modern workstation wl8-IO Gigabit network links 
to QCDOC 

rn Garden variety Unix system with excellent thread 
performance (most custom software is multi- 
threaded C++) 

rn Web Server (ApachelTomcat) capable of basic 
http service and “web services” 

rn Must participate on “Grid” as QCDOC surrogate 
Support for PBS or similar queuing system 

Brookhaven Science Associates 
U.S. Department of Energy 

_..I. 

BROOKHAVEN 
LATI 0 SAL L.1 I3 0 K AT0 RY 
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Software Architecture Map 

,_,... . qdaamn ....... World .......... "̂I.̂  I... ,"--.-. . . 
Data Structures, .. 

In US :%n.icesi ,Clients 

: BatchQucuc 

"r ., i LGridPr~tocols 

i :  2 ClientAcceptance ,./* . .  i and Validation :+..,:. I , 
-.-. . .  

. .  

;or other. .. I 
l..-.-_II__ ".-,' . ................. ".......I ................................... .."..._I . .... d 

Brookhaven Science Associates 
U.S. Department of Energy 

,- 
BROOK~~U~~VEN 

%AT1 f l l  A L L,\110 R,\TO US 

Some Comments 

An object in-use table is used everywhere to 
protect objects in a multi-threaded environment 
Once a clienthervice is attached, they are 
available to all system components by name. 

e.g. well known clients ("monitor") & services ("log") 
Services may communicate with QCDOC, but may 
also provide services to QCDOC or front end 
Clients and Services are abstract classes 
(interfaces) to provide design point not constraints 

Brookhaven Science Associates BROOKHkUEN 
U.S. Department of Energy KATLOVAL L*BOK. \rORY 
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Error Report Handling 

Services are not limited to modules that deal with 
the QCDOC! 

Log Service can be accessed by any other service or 
any other software module. (Test with MPI?) 
Log Service will take error reports in an XML format (or 
a surrogate will format more random reports in an XML 
format) and send off to disk andlor monitor andlor 
database 

access and analyze the error reports 
Web servers and other internal Services will be able to 

Brookhaven Science Associates 
US. Department of Energy 

BIROOK&EN 
SAT1 O S  A L L A B 0  RATORY 

Progress 

Framework is recently up and running 
No work yet on weblgridlPBS (however, it reuses 
most of the framework & other members of my 
group are capable of help here) 
Need experience to dictate services but we can 
easily create these from the abstract class 
Need to expand the DTDs for error reports & 
provide quick summary reports 

Brookhaven Science Associates 
U.S. Department of Energy . B R O O K ~ V E N  

N A T I O S A L  LADOK.\TORY 
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Robert Bennett 
Emerging Software Technology Group 
Information Technology Division 
Brookhaven National Laboratory 

Talk title: MPI on QCDOC 

This talk described the functionality and performance issues of implementing MPI, the 
standard message passing interface and library for high performance computing 
platforms, on the QCDOC machine. 
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Objective 

w 
P 

Implement the core communication 
functionality of MPI on QCDOC 

Allow MPI codes to run 
Good performance for nearest-neighbor 
communication 
Provide functionality for arbitrary 
communication 

Approach: Similar to MPI on BG/L 

Brookhaven Science Associates 
US. Department of Energy 

BROOKHBWEN 
NATl O N A  L LAB 0 R A T 0  RY 



SciDAC QMP [Jung] 

Supports highly regular grid communication 

- Point to point, non-blocking operations 
- Reduction operations (min/max, etc.) 

Has 

w VI - Collective: BroadcasVBarrier 
0 Doesn't have: 

-Message tagging & typing 
-Gaataer/Scatter collective operations + 

variants 
Handles message routing, packetization, etc. 

Brookhaven Science Associates 
U.S. Department of Energy 

BROOKHWEN 
NATI 0 N A L L A B  0 R A T 0  RY 
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MPI on QCDOC: Implementation Issues 

General message routing -> QMP . Large buffer management -> QMP 
4 Handshaking for synchronization -> 

C h an ne I/Q M P/QC DOC-OS 
w 

Packetization & queueing -> QMP 
rn Wildcard source (MPI - ANY-SOURCE) -> 

C han ne I/Q M P/QC DOC-OS 
Message progress -> QMP 

- No threading, no second processor 
Brookhaven Science Associates 

U.S. Department of Energy 
BROOKHBUEN 

N AT I o N A L LA B o KA-I'OKY 



0 bservations 

w 
00 

. MPI point to point communication -> QMP 
Channel: message tagging & 
synchronization . MPI reduction operations -> QMP: 
Store & forward h/w: Full volume & 
subdimensional subvolume 
Channel: Arbitrary subvolumes . MPI collective operations -> ChanneVQMP 

Brookhaven Science Associates 
US. Department of Energy 

BROOKHAWEN 
N A T l  0 N A L L A B  0 R A T 0  l i Y  



Dong Chen 
IBM T.J. Watson Research Center 

BlueGene/L is a massively parallel supercomputer builds on 
embedded System-On-a-Chip (SOC) technology. Each computing 
node consists of a single compute ASIC plus 256 MB of external 
memory. The compute ASIC integrates two 700 MHz PowerPC 440 
integer CPU cores, two 2.8 Gflops floating point units, 4 MB of 
embedded DRAM as cache, a memory controller for external 
memory, six 1.4 Gbit/s bi-directional ports for a 3-dimensional torus 
network connection, three 2.8 Gbit/s bi-directional ports for 
connecting to a global tree network and a Gigabit Ethernet for VO. 

65,536 of such nodes are connected into a 3-d torus with a 
geometry of 32x32~64. The total peak performance of the system is 
360 Teraflops and the total amount of memory is 16 TeraBytes. 
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Three-dimensional Torus Network 

Start 

Adaptive Routing 

0 32x32~64 connectivity 
Backbone for one-to-one and one-to-some communications 

* 1.4 Gb/s bi-directional bandwidth in all 6 directions (Total 2.1 GB/s/node) 
64k * 6 * 1.4Gb/s = 68 TB/s total torus bandwidth 

0 4 * 32 *32 * 1.4Gb/s = 5.6 Tb/s Bisectional Bandwidth 
Worst case hardware latency through node - 69nsec 
Virtual cut-through routing with multipacket buffering on collision 

ti 

- Minimal 
-Adaptive 
-Deadlock Free 

- Packets can be deposited along route to specified destination. - Allows for efficient one to many in some instances 

Class Routing Capability (Deadlock-free Hardware Multicast) 

0 Active messages allows for fast transposes as required in FFTs. 
Independent on-chip network interfaces enable concurrent access. 

Finish 
/ 



Tree Network 
A 

I/O node (optional) 

0 High Bandwidth one-to-all 
2.8Gb/s to all 64k nodes 
68TB/s aggregate bandwidth 

Integer/ Floating Point Maximum/Minimum 
Integer addition/subtract, bitwise logical operations 

0 Latency of tree less than 2.5usec to top, additional 2.5usec to broadcast to all 
Global sum over 64k in less than 2.5 usec (to top of tree) 
Used for disWhost funnel in/out of I/O nodes. 
Minimal impaet on cabling 

0 Partitioned with Torus boundaries 
Flexible local routing table 
Used as Point-to-point for File I/O and Host communications 

P 
P 

Arithmetic operations implemented in tree 

~ 



BiueGenelL System Software Overview 

Jose E. Moreira 
IBM Thomas J. Watson Research Center 

Yorktown Heights IVY 10598-021 8 

With 65,536 compute nodes and 1,024 110 nodes, BlueGene/L creates new 
challenges in scalability of system software services. In particular, system 
control services, job management services, I/O services, and communication 
services have to be designed to scale to those numbers. We solve those 
problems in BlueGeneIL by organizing the system hierarchically. Application 
programs run and communicate exclusively on the compute nodes, which form 
the application volume of the machine. The machine interacts to the outside 
world for I/O and job management through the I/O nodes, which form the 
operational service of the machine. Each I10 node is the head of a processing 
set that comprises itself and 64 compute nodes. Finally, system control is 
performed by one or more service nodes, which form the control surface of the 
machine. Each I/O node runs a full Linux operating system image, while the 
compute nodes run a lightweight kernel that supports a single user process per 
compute node. For complex operations, like I/O, a compute process extends 
from the compute node into the I/O node. Application-level communication is 
directly supported at those compute nodes and requires no kernel intervention. 
The communication services are organized in three-layers: An active packets 
layer maps directly to the hardware, and supports operations on packets of at 
most 256 bytes. An active messages layer is built on top of the packets layer 
and supports operations on messages of arbitrary size. MPI is implemented on 
top of the active messages layer and is intended to be the primary 
communication mechanism for application programmers. 
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1 ;  

W e  view the systetn as a cluster of IO24 I/O nodes, thus reducing a 
65,536-node tnachine to a manageable size 
From a system perspective, user processes "live" in the I/O nodes: 

process In~nageinent (start, monitor, kill) 
process d e ~ i i ~ g ~ f i g  
a ut hen t i ca t i on, a ut 1 io  r i za ti o n 
system t ~ i a t ~ a ~ e t ~ i ~ i ~ t  daemons (LoadLeveler, K A T ,  MPI) 
traditional Linux operating system 

simple si ngle-process (two threads) kernel on compute nodes 
o tie processor/ t & read provides fast, predictable execution 
user process extends into 1/0 node for complex operations 

User processes actually execute on cotnpute tiodes 

A p p I ica t ion model is  a col lecti o t i  of p riva te-metno r y p rocesses co t i l  iiiu nka t i n g 
tli rou g h tiiesa ges 



.
 
... 

.. 
. 

. ,. 
. 

. . .. . .. 
. . 

. 
.
 

... 

-... _-.. 
..-.....I- 

Î 
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Microsecond Simulations for MD and Related Algorithms 

Yuefan Deng, Department of Applied Mathematics and Statistics, 
University at Stony Brook, Stony Brook, NY 

James Glimm, Department of Applied Mathematics and Statistics, 
University at Stony Brook, Stony Brook, NY 

Center for Data Intensive Computing, 
Brookhaven National Laboratory, Upton, NY 

and 

James Davenport, Center for Data Intensive Computing, 
Brookhaven National Laboratory, Upton, NY 

We propose to simulate 10 or more microseconds of physical time for 
100,000 particles interacting with short and long-range (Coloumb) forces, using 
8000 nodes of the QCDOC. This estimate is based on the use of the Ewald 
algorithm, an analysis of the Ewald algorithm, and detailed analysis of the 
allowed cutoffs in relation to errors. We propose to take femtosecond time steps 
for the short-range forces, and to remove these short-range components from the 
Ewald sum, so that longer time steps for this more expensive part of the 
algorithm will be allowed. 

The estimates are based on published performance figures for the 
QCDOC in terms of floating point performance and network communication 
performance. We plan to keep all data in level 2 cache (on chip memory), so that 
there will be no level 2 cache misses, and thus a high single processor 
performance should be attained. Conservatively we are estimating 30% of peak 
performance in our plans. The network is characterized by a latency and a 
bandwidth parameter for each of the communication channels. We have 
estimated the influence of these parameters on the required global 
communication patterns. To do this it was necessary to plan the sequence of 
messages needed for an allgather communication. We found a nearly 50% 
utilization of the available hardware bandwidth capability of the network. Latency 
is not close to being a limiting factor in this model of the simulations. 

The Ewald algorithm will be useful for molecular dynamics simulations, 
stochastic molecular dynamics simulations (randomly perturbed to emulate a 
heat bath) and Monte Carlo simulations. 
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Microsecond MD Simulations on QCDO 
Jim Davenport, Yuefan Deng, and James Glimm 

CDIC, Brookhaven National Laboratory and Stony Brook University 

Significance of results 
I Timing models and estimates 

MD communication algorithms 
MD computation algorithms 
MD performance models 

ch Relevant QCDOC hardware mod 
h, 

Generalizations of QCDOC Applications 
Global Communication model 
Appiications: Quantum Chemistry and FFT 

Brookhaven Science Associates 
U.S. Department of Energy 

BROOKHHUEN 
N AT I 0 N.A'L LA B 0 R A T 0  RY 

,' 



! I I I ! i j I I I ! i ! I I I i I ! I I I I i I I I ! I 

m
 

S
 

I
-
 

-
 

v
, 

m
 

C
 
0
 

L
 
.
 

(f>
 

m 8 
C
.
 

cn 
U
 
0
 

c
 
I
 

E I
 

v
, 
a, 
a
 

a, 
>

 
0
 

Z
I: 

L
 

.
 

E" a, > 0 L E a, 
.
 

v, 
E

=- 
-
-
 

U
 
0
 

rn
 

-
 

C
.
 

7
 

0
 

iL- 
C
.
 

-
 

5 0 a> 
m

 

S
n
 

0
 

m 0 
S

 

I
-
 

.
 

I
-
 

E' E 0 
0

 

0
 

c
 

0
 

m 3 

.
 

S
n
 

I
-
 

.
 

.
 

i$ 0 0 cn 
I
-
 

53 



Timing Models and Estimates 

4 Analysis of EwaId algorithm 
Analysis of QCDOC hardware 

4 MD performance estimates as a function of 
0 Accuracy of computation 

Number of particles 
Number of processors 

Conclusion: timing is computationally limited 
with 14 particles per processor (total 1 05) 

VI P 

0 Strong scaling 
1 = 10 microseconds of physical time simulated 

Brookhaven Science Associates 
U.S. Department of Energy 

BROOKHWEN 
N AT T o,N A L LA B o RATO RY 
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Ewald algorithm 
Allowed error determines kmax and rmax, and 
number of operations required. Ewald parameter a 
adjusts balance between kmax and rmax and achieves 
a minimum total number of operations. 
A theoretical analysis determines large kmax, m a x  
asymptotes. Numerical experiments determine exact 
relation and exact operation counts. 

M M 

Assume 1/3 efficiency (conservatively) relative to 
peak performance with data in L2 cache. 

Above determines speed per time step. 
Assume slow time step (local forces removed) of 10 -14 

sec. and a tinie step for local forces 

Result is estimate on simulation: 1 - 10 microseconds 
BROOKHWEN Brookhaven Science Associates 

US. Department of Energy - NATl  0 N A L LAB 0 R A T 0  RY 



Timing: .Summary 

Short range part of Coulomb is solved 
separately, so that longer time steps (I 0 fsec) 
are allowed for Ewald terms 
Per step timing estimates: 

0 t,m pu tat ion 10-2sec 
0 tAllgather bandwidth 7.5 x 10-3 sec 
0 tAl Ig at h er I a ten cy 9 x 10-6 sec 

Present analysis does not address finite size of 
communication buffers. Latency will rise as this 
is added 

Brookhaven Science Associates 
US.  Department of Energy 

BROOKHP.rllEN 
N A T I O N  A L L A B O R A T O R Y  
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Radiation-Hydrodynamic Simulations of Core Collapse Supernovae on 
Terascale Platforms 

F. Douglas Swesty 
Dept. of Physics & Astronomy 

SUNY Stony Brook 

Radiation-hydrodynamic simulations of core collapse supernovae provide a demanding 
testbed problem for emerging ultrascale parallel computing platforms. These simulations 
require the explicit time-evolution of 3-D hydrodynamic equations (which describe the 
flow of material in the collapsing star) along with the implicit time-evolution of multiple 
sets of radiation transport equations (which describe the flow of neutrinos through the 
star). Since the distribution hc t ion  for the neutrinos is the unknown, the equations span 
not only the three spatial dimensions but also the three momentum dimensions. The 
transport equations are implicitly discretized over this space yielding a large sparse non- 
linear system of equations. The computational cost of the simulations is dominated by the 
solution of these coupled sets of non-linear equations. These sparse systems are solved 
using a combination of Krylov subspace iteration along with Newton-Raphson iteration 
in the form of Newton-Krylov methods. 

The parallelism of the problem is derived fiom spatial domain decomposition of the 
global spatial domain into tiles (2D) or cubes (3D). Under such a decomposition the 
implementation of Newton-Krylov methods is straightforward and can be accomplished 
via a combination of embarrassingly parallel BLAS operations, a matrix-vector multiply 
(requiring only nearest-neighbor communication), and vector inner products (requiring 
global reduction operations). It is the global reduction operations that present the greatest 
challenge to scalability to thousands of processors. For this reason innovative 
architectures, such as QCDOC and BlueGene, which can provide f s t  global reduction 
operations represent a potential path towards the next generation of core collapse 
supernova models. 
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Supernova Sim ula tion Componen ts 
*Eulerian Hydrodynamics (explicit algorithms) 

*Newtonian hydrodynamics 
*General relativistic hydrodynamics 

*Neutrino transport (implicit algorithms) 
*Dominates memory and I/O 
*Multi-group Boltzmann transport 

*Sparse systems algorithms (matrix-free) 

*Sparse systems algorithms 
* Mu Iti-grou p Flux-l im ited Diffusion 

* Nuclear & particle microphysics * Equation of state (EOS) model * Opacities & Neutrino absorptionlemission rates * Reactive flow nuclear chemistry 
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- -t- v (Ev) Jr P V  v = s 

Newtonian H vdrodvnamics 

Gas Energy Conservation 

8p 
- -+ v (pv) = 0 
01' 

- +- v (p";v) -+ (T / I 3  . -+ p (V@); = A; 

I Continuity Equation 

Gas Momentum Conservation 

-Discretize variables on a I-D, 2-D, or 3-D spatial mesh 

-Solution via explicit finite difference or finite volume techniques 

-Courant-Friedrichs-Lewy stability criterion on timestep size: ~t < - 1 - Ax 
2 cs 

F. D. Swestv 

OCDOC-Blue Gene/L Workshou BNL 2/28/03 
http : //www . ast ro. su nys b .ed u/dswesty 

dswesty@mail .astro.sunysb.edu 
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O(v/c) Multigroup Neutrino Energy Approximation 
-These equations are have 3 spatial + 1 spectral dimension 
- Must solve 1 pair of equations for each neutrino flavor 

I Neutrinos I 

a a -  
( C F , )  - + v (E,v) -+ v F, - P, : vv + 7 F, - vv : - (CP,)  - - - a c OE, - La 

at C 0 t; c2 a c  

F. D. Swesfv 

http ://www .astro.sunys b.edu/dswesty 
dswesty@ mail .astrd.su n ysb.edu OCDOC-Blue Gene/L WorksboD BNL 2/28/03 



Platform Requirements for Radiation-Hydro - 

Simulations on TerascalekJltrascale Platforms 

Experimental Platform 

-Compiler (F90 a plus but not required) 

-MPI 

-128 Mbyteslprocessor minimum; 256 Mbytes better 

Production Platform 
-F90 a must! 

-MPI 

-256 Mybteslprocessor minimum; 512 Mbytes better 

-Parallel 110 via MPl-l/O w/ parallel filesystem 

-Terabyte+ scratch space 

t. D. Swesfy 

http://www.astro.sunysb.edu/dswesty 
dswesty@maiI .astro.sunysb.edu OCDOC-B/ue Gene/L WorkshoD 8NL 2/28/03 



Blue Gene Application Overview 
Robert S. Gerrnain 

IBM Thomas J. Watson Research Center 

Yorktown Heights, NY 10598 

I 

In December 1999, IBM Research announced a 5 year, $100M US, effort to build a petaflop 
scale supercomputer to attack problems such as protein folding. The applications effort within 
IBM has remained focused on the life sciences and on protein dynamics in particular throughout 
the evolution of the project. The scientific goal is to use large scale simulation studies to 
improve our understanding of biologically important processes, in particular the mechanisms 
behind protein folding. This involves some interesting challenges for the N-body simulation 
application that supports this scientific effort. In contrast to many scientific applications where 
scaling with respect to problem size is the key, protein dynamics studies require long time 
simulations and therefore scaling of execution rate with processor count for a fixed problem size 
is the metric of interest. 

In order to accurately model the protein and peptide systems that we wish to study, an accurate 
treatment of long range electrostatic interactions is required (with periodic boundary conditions). 
We are exploring the use of the global tree network in BG/L to simplify the application logic and 
we are also sizing distributed memory 3D FFTs on the BG/L torus network. These theoretical 
sizings will help us prioritize our development efforts prior to the availability of BG/L hardware. 
There is also work taking place on sizing other computational biology applications such as finite 
difference models of the heart as well representative applications of interest outside of the life 
sciences. 

I 
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Protein Folding and Blue Gene 
. 

- Thermodynamic$: Describe the in- 
termediate structures, the energy, 
entropy, free energy landscape 
analysis along the "folding path", 
without interest in kinetics, 

o\ - Kinetics: Describe the rates associ- 
ated with phases of the folding pro- 
cess, transition mechanisms, and 
the time spent in various states 
along the pathway. 

a 

b 

- Structure Prediction: Predict the 
folded structure 

Starting with simple systems, the Blue 
Gene science program will use high- 
quality therrnodynarn ic and kinetic s i  rn- 
ulations to study the protein folding 
process. 

Classical molecular dynamics all-atom 
simulations with explicit solvent 
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Contributions to MD Time Step (Position 
Globalization) 

le+lO 
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Performance Stresspoints for Parallel Implicit PDEs 
David E. Keyesl 

Most progressive approaches for solving large sparse nonlinear systems arising from locally 
discretized PDEs on parallel computers-involving multilevel, operator-splitting, Newton, 
Krylov, and Schwarz algorithmic ideas--employ a relatively small set of basic operations on 
extensively reused parallel data structures. The evaluation of the implicitly discretized 
nonlinear vector-valued conservation law residual fwnction, based on a local multicomponent 
PDE stencil, is basic to all approaches and consumes the majority of execution time after the 
solver itself is optimized. Other operations include fme-coarse intergrid transfers, sparse 
matrix-vector multiplications, processor-local recurrences (e.g., backsolves, relaxation 
sweeps), interprocessor exchanges for near-neighbor data dependencies, and global 
reductions. 

Not surprisingly, these different operations may stress very different parts of a high- 
performance machine. The function evaluations, with their independent writes and high reuse 
of register data, are typically able to run at the highest levels of performance and are 
amenable to multithreading. Their main difficulty comes from EOS and other model-specific 
tasks that may be difficult to load-balance simultaneously with the algebraic phases. Sparse 
linear algebra routines, with low cache reuse, are typically memory bandwidth-limited. 
Synchronizing global reductions are ultimately bottlenecks in the limit of lage  network 
diameter and imperfect load balance. Intergrid operations may be limited by bulk 
interprocessor bandwidth, depending upon subdomain-to-processor mappings and network 
routing support. This talk presents computational experiments on existing high-end machines 
and conclusions of examining these issues with simple complexity models. It also seeks to 
motivate the suitability of QCDOC for the large class of DOE mission-relevant applications 
that is well described by PDEs, subject to possible memory size constraints. Results of an 
aerodynamics computation with a well-understood performance signature are ndively 
extrapolated to QCDOC. 

With respect to the most critical performance bottleneck of the ASCI platforms-bandwidth 
to main memory4)CDOC looks very promising. It also appears to have excellent potential 
for low latency global reductions, if required multilayered system software can be built over 
the native communication protocols in a low-overhead manner. Other issues that need to be 
addressed to clear the way for general purpose PDE computation on QCDOC fall into 
architectural, software, and algorithmic categories. Architecturally, local memory size and 
I/O rates may need attention. Production PDE codes need a full software environment, 
including scientific compilers, MPI- 1 and MPI-IO, debuggers, etc. Algorithmic issues are 
fairly generic but are exacerbated by small memory per node. Locality-enhancing ordering, 
aggregation of horizontal and vertical transfers, and communication-hiding split transactions 
are critical. Cacheing lookup tables and restructuring for minimal integer overhead are also 
critical in low-memory situations. 

Richard F. Barry Professor of Mathematics & Statistics, Old Dominion University, Norfolk, VA 23529-0077; 
Acting Director, Institute for Scientific Computing Research, Lawrence Livermore National Lab, L-419, 
Livermore, CA 945 5 1 -99 89. E-mail and web: d keyes@od u .ed u , http://www.mat h . od u .ed u/-keyes. 
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Toolchain for PDF; Solvers in TOPS* project 
Design and implementation of “solvers” 

Time integrators 
v 

(w/ sens. anal.) 
Nonlinear solvers 

(w/ sens. anal.) 

Constrained oetimizers 
rnirqh(i, U )  s.t. F(x,  U >  = 0, u 2 0 

u 
Linear solvers 

- Eigensolvers 

AX = b 

AX = ABx 
Software integration 
Performance optimization Indicates 

dependence 

“Terascale Optimal PDE Simulations: www. to ps -sc i dac. org Tcnscelo C)pr,inral P D ~  Sjmlglntiorls - 
. -.. - QCDOC Workshop, 28 February 2003 
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Memory vs. work scaling for grid-based PDEs 
For 3D problems, work is proportional to four-thirds power of 
memory, because 
- For equilibrium problems, work scales with problem size times number 

of iteration steps - roughly proportional to resolution in single spatial 
dimension (better for multilevel convergence-optimal methods) 

- For evolutionary problems, work scales with problems size times 
number of time steps - CFL arguments place latter on order of spatial 
resolution, as well 

Proportionality constant can be adjusted over a very wide range by 
both discretization (high-order implies more work per point and per 
memory transfer) and by algorithmic tuning 
If frequent time frames are to be captured, other resources -- disk 
capacity and I/O rates -- must both scale linearly with work, more 
stringently than for memory 

QCDOC Workshop, 28 February 2003 
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Primary PDE solution kernels* 
VerLex-based loops 
- state vector and auxiliary vector updates 

Edge-based “stencil op” loops 
- residual evaluation 
- approximate Jacobian evaluation 
- Jacobian-vector product (often replaced with matrix-free form, 

- intergrid transfer (coarse/fine) in multilevel methods 
2 involving residual evaluation) 

Sparse, narrow-band recurrences 
- approximate factorization and back substitution 
- smoothing 

Vector inner products and norms 
- orthogonalizationkonjugation 
- . convergence progress and stability checks 

*assumes vertex-based; dual statements for cell-based 

. . . . - . . . . 

QCDOC Workshop, 28 February 2003 



Summary of observations for PDE codes 
Processor scalability no problem, in principle, provided 
there is a sufficiently rich interconnection network 
(mesh/torus okay for PDEs) 
Memory latency no problem, in principle, with proper 
locality-based ordering 
Memory bandwidth is likely a major bottleneck 
Instruction scheduling may be a bottleneck in some physics 
kernels on some imbalanced processors, e.g., insufficient 
loadhtore units relative to bandwidth and FPUs 
Low frequency of floating point instructions is an 
algorithmic bottleneck intrinsic to unstructured problems, 
which requires (and has prospects for) algorithmic remedy 

QCDOC Workshop, 28 February 2003 



Optimal schemes for Car-Parrinello based ab ikitio molecular 

dynamics on parallel architectures. 

Mark E. Tuckerman 

Dept. of Chemistry and Courant Institute of Mathematical Sciences, 

New York University, New York, N Y  10003 

The field of ab initio molecular dynamics, in which finite temperature molecular dynamics 

trajectories are generated with forces obtained from density functional electronic structure 

calculations performed “on the fly”, is a rapidly evolving and growing technology that allows 

chemical processes in condensed phases to be studied in an accurate and unbiased way. In 

this talk, Car-Parrinello approach to ab initio molecular dynamics is briefly described and 

several algorithms for implementing the method on parallel architectures are discussed. 

Much of the talk focuses on the use of plane-wave basis sets for expansion of the electronic 

orbitals, and two parallelization schemes are considered. The first is a hybrid scheme in 

which operations on individual electronic states and density operations on the real-space 

and reciprocal-space grids are distributed over processors. The second is one in which all 

grid-based calculations, both on the electronic states and on the density, are distributed. 

These schemes are shown to scale well up t o  64-128 processors. 

Next, the problem of achieving efficient scaling on massively parallel architectures is 

discussed. In particular, the use of localized basis sets as a means of eliminating dense 
’ 

all-to-all type communication is described. The particular scheme chosen is based on the 

use of so called discrete variable representations, which are highly localized functions at 

individual points of a quadrature mesh. This choice is shown to reduce the size of the grid 

by a full order of magnitude over plane waves. Finally, a new paradigm is discussed, which 

incorporates the charm++ utility of L. V. Kale and coworkers. Charm++ is a runtime 

parallel scheduler that dynamically assigns a given number of tasks to available processors 

in such a way as to achieve optimal load balancing. Charm++ also allows tasks to be 

migrated as the calculation or computational resources change. Preliminary results show 

good scaling for ab initio molecular dynamics on up to 512 processors. The problem of 

redesigning code in order to make use of the charm++ utility is also discussed. 
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Car- Parrinello molecular dynamics 

rn Alternative to explicit minimization or diagonalization 

rn Fictit ious electron dynamics used to generate approximate 
minimized electronic distribution a t  each nuclear configuration 

Introduce a set of orbital "velocities" 81, ...,4~*, a time scale 
parameter p ,  and a fictitious electronic temperature, T, such that 
T, << T .  

Car-Parrinello Lagrangian: 

Car-Parrinello equations of motion: 
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Performance of PINY - MD code 

64 waters in 

MET, et a/, Comp. Phys. Comm. 128,333 (2000) 

SYSTEM: 

12.43 a box, DFT = BLYP, 256 KS states, 24,000 PWs per state 

40.0 

0 

a, 20.0 > 
+ 

.- 
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35.0 66.0 97.0 
Number of processors 
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Ab initio molecular dynamics beyond plane waves 

r) Ab initio molecular dynamics employ plane wave basis: 

- Expansion: $i.(x) = + E,  ct,e ipx /A. 

- Momentum eigenfunctions: 

PIP) = PIP)  

- FFT grid: {q, ..., q ~ }  

- Good for long range interactions. 

00 
0 Discrete Variable Representations (DVRs): 

J. C. Light, I .  P. Hatnilton and J. V. Lill, ,I. CYbr: t r i ,  P h j j s .  82, 1400 (1985). 

D. T. C~lbert a i d  \W. H. Miller, d. Chm. PhjIs. 96, 1982 (1985). 

- DVR grid: {zl, ..., q ~ }  

- Continuous functions, {ui(x)}1 i = I, ..., N 
- Coordinate eigenfunctions: tux: ( XI) = Gx:I /a ,k 

- Expansion: +&) = 1 6 
- Good for short range interactions 

C p k (  S) 

”.” 
0.0 ! .O 2 .o 3.0 

X 

Optimal solution: Combination. 
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Results 

Y .  Liu and M. E. Tuckerman, Plqp. Rev. Lett. (submitted) 

System: 8 Si atoms in a 10 A periodic box, LDA, BHS 
pseudopotentials. 

-31.2026 
-31.7936 
-31.8050 
-31.8051 

Grid Size I E ( P W ) l  I Apw" I E ( D V R ) l  I AD~R.'  
16' I -30.8337 I 610 I -31.8094 I 2.4 

378 -31.8057 0.06 
8 -31.8056 0 
0.4 -31.8056 0 
0.3 -31.8056 0 

20" 
32" 
48" 
60" 

F(PW)l  
101.49 
12.83 
3.89 
3.97 
3.96 

APW' F(DVR)l  ADVR 
97.54 13.32 13.32 
8.88 3.92 0.03 
0.06 3.97 0.02 
0.02 3.95 0 
0.01 3.95 0 

Hartrees 

kcal/rnol 

Grid Size 

60" 

kcal/( rno1.A) 

System: 1 H20 molecule in a 5 cluster box, BLYP, TM 
pseudopotentials. 

Grid size I E ( P W ) l  I Apw" I E ( D V R ) l  I A D V R ~  
24' I -15.1056 I 1311 I -17.1222 I 45.6 
32" 
40" 
483 
60" 
803 

-16.0058 
-16.8569 
-17.0183 
-17.1776 
-17.1938 

-17.1769 
-17.1939 
-17.1948 
-17.1949 
-17.1949 

11 
0.6 
0.06 
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Comwtina with Charm++ 
**NSF sponsored collaboration with L. V. Kale at UIUC. 

n 

1 8  
I 

E 

N tasks or objects (chares) are dynamically mapped onto P processors at runtime 
in order to achieve optimal load balancing. Objects may be migrated during a run as 
processors as computing damandslresource availability change. 
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BlueGene Future Directions 

Alan Gara 
IBM Research 

There exist many similarities between QCDOC and BG/L. These similarities are based 
on many hardware features that are shared by both machines. These include the ability to 
do fast global operations in hardware as well as the common use of a torus for the 
network topology. These hardware features result in similar software development 
requirements. This spans system sofhvare as well as application software. On the 
application fiont, both machines have similar behavior with respect to message locality 
and in fact a similar process can be developed by which applications can be investigated 
as to how “appropriate” the application is for these architectures. 

When one looks at application porting exercises that have been undertaken on BG/L to 
date, we find that the locality along with the application message size are the limiting 
factors for scalability. For problems that have long range communication patterns the 
message size will usually determine the scalability. For local problems such as nearest 
neighbor communication algorithms, the message sizes scale better but this will usually 
determine the limits to the application scalability. We have not found many applications 
that had scaling problems due to the bandwidth limitations. The general difficulty is that 
message overheads in terms of finite packet size as well as software overhead dominate 
the communication time. When this happens the performance drops dramatically with 
increasing numbers of processors. This point of where the “knee” of the performance 
scaling curve resides is application dependent but in general for long range 
communication patterns it can be extended by about a factor of 2 with a low latency 
messaging interface. 



Commonality between BG/L and QCDOC 
Backbone of network is torus 
Effective bandwidth is strong function of message locality 

Potentially large performance gain for efficient mapping problem to machine. 
Example: Adaptive methods would use similar optimization techniques 
Parallel libraries , Frameworks ... 

Applications can similarly leverage 

Applications can similarly leverage 

Global operations supported in hardware 

Fast Barrier/ Interrupt Capability 

Same Integer Processing Core (440) 
PowerPC Book E instruction set 
MMU, TLBs ... Identical 

Libraries 
Computational kernel optimization 
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Commonality between BG/L and QCDOC 

0 Lightweight OS kernel 

Stateless JTAG boot 

Likely to have similar failure modes 

Could leverage many kernel functions 
, memory management, host client functions, debugging support 

Allows for simple reproducible application support model 
Requirements on environment external to hardware very similar 

Much to learn from each others experience 
soft error susceptibility 
predictive failure analysis 
machine diagnostics and operating "philosophy" leading to reliable, reproducible 

application performance 

Application viability 
Both systems require that the application scales well with effective 

torus bandwidth constraints 
Many aspects of application studies are applicable across platforms 
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Application porting insights 
Scaling on BG/L is limited mainly by two effects 

Memory requirements 

Effective bandwidth decreases as scale increases 
Message size decreases as scale increases 

working set - scales down with increasing machine size 

tables, constants - often large and small scaling effect 
Often quickly 

Largest contributor to node memory requirements 

For fixed problem scaling, message size is the 

Software overheads will determine the "knee" for 

strongest factor 

scaleability for fixed scaling 

Much stronger scaling behavior 

Latency induced bandwidth limitation will often dominate 
Severe constraint calls for heroic effort to minimize effect 
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Application porting insights 
Scaling dependence for machine of size NA3=T 

Message size for 
fixed problem size 
sca I i ng 
Message size for 
fixed sizehode 
sca I in g 
Effective bandwidth 
sca I in g 

3D nearest neighbor all-to-all 
communication 

NA(-2) "'(-6) 
TA(-2/3) T"(-2) 

1 N"(-3) 
T"(-I) 

1 N"(-I) 
TA(-l/3) 

2-D transpose 
(as required for 
3d FFT) 

NA(-5) 
TA(-5/3) 

NA(-2) 
TA(-2/3) 

"'(-1) 
TA(-1/3) 

Hardware launch latency for minimum message size (32B) 
' Number of Nodes 3D nearest neighbor all-to-all 

communication 
64 30ns 90ns 

512 30ns 180ns 
4096 30ns 360ns 

32k 30ns 72011s 
64k 30ns 1440ns 
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All- to-all effective communication bandwidth (single link) 
Message size is IMB at 64 nodes; fixed problem size scaling 

Latency Induced Effective Bandwidth 
100 4 

10 

R 
Q 

4 
* t o  

* A  
I A 

i * v 

* o  
A 

* A  

v 

* 

10 100 I000 10000 100000 

Number of Nodes 

message 
sof'tware 
latency 

0 0  
* 125ns 
* 250ns 

500ns 
1000ns 

* 2000ns 
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William D. Gropp 
Mathematics and Computer Science Division 
Argonne National Laboratory 

Trends in High Performance Computing 

This talk reviewed some of the recent trends in high performance computing, covering 
the interlinked aspects of hardware, software, and algorithms. The first part covered 
some of the challenges for computer hardware, including an increasing gap between CPU 
and memory speeds, CPU clock rates so fast that a clock signal can no longer cross a 
CPU chip in a single cycle, and power dissipation levels approaching that of a nuclear 
reactor. All of these hardware challenges suggest new directions, such as the massive 
parallelism in the QCDOC and BlueGene machines. The second part covered trends in 
software for high performance computing, including the increasing use of components, 
and recent successes in the partial automation of s o h a r e  generation and tuning. 
Examples drawn fkom the ATLAS tool show both the potential of these new tools and the 
limitations of a pure compiler-oriented approach. Because applications often take years 
to write, and most parallel HPC applications are already written in the message passing 
interface (MPI), features of MPI that are particularly appropriate for highly parallel and 
low-latency machines was also covered. The third part briefly discussed some of the 
features of the best algorithms, including adaptive and hierarchical algorithms, as well as 
opportunities for higher order methods and for algorithms with better numerical 
properties (e.g., in which 32-bit floating point or even fixed point arithmetic is sufficient). 
The talk concluded with some recommendations for addressing the open questions in the 
programming and use of massively parallel, processor rich systems such as QCDOC and 
BlueGene. 
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Trends in HPC Software I 

Applications 
+ Increasing use of components 

0 Complexity of algorithms and 
multidisciplinary science makes “single 
Fortran file” programs unworkable 

+ Lifetime of applications is either very 
short (a few days for some) or very 
long (many generations of computer 
ha rdwa re> 

dominate 
+ Lifetime-cost of applications can 

. .-. . . 

University o f  Chicago Department of Energy 



Trends in HPC Software I1 

CJ 
P 

0 High Performance Languages, Libraries, 
and Middleware 

+ Abandon the sequential consistency/PRAM 

Hardware cannot support that model efficiently 
No evidence that systems can efficiently emulate 

+ UPC, CoArray Fortran, MPI (both MPI-1 and 

All relax memory consistency, in a precise way 
Even IOOns is a long t ime 

+ Intrinsically Scalabie Design 
However, few implementations optimized for 

model 

this execution model 

MPI-2 Remote Memory Access (RMA)) 

16K+ (e.g., MPI buffer management) 
University of  Chicago Department of Energy I 



MPI Comments 

MPI (the specification) designed for performance and scalability, e.g., 
+ “Zero copy” transfers 
+ Weak message ordering (good support for unordered networks) 
+ No* nonscalable data structures 

+ Collective operations can exploit best hardware (need not be layered on 
M P I  point -to- point) 

+ MPI-1/0 collective semantics critical for performance 
+ Nonblocking operations hide latency (but not overhead) 

+ Eliminates many sources of overhead, including message tag matching, 
buffer management; consistency model allows latency hiding 

+ Replacing MPI point-to-point with MPI RMA within libraries allows 
applications to benefit without rewriting 

MPI process topology routines allow an application to request and 
adapt to physical topology 

E.g., no requirement for data buffers on each process for all other processes 

\o 
v1 

MPI-2 adds remote-memory access 

MPI designed to enable libraries 

+ Best fit to n-dimensional meshes, either periodic or not 

‘i 

. .  

University o f  Chicago Department of Energy 



Trends in HPC Software I11 

0 Partial automation of software 
development, maintenance, and 

I 

tuning, eDgD 

+ ATLAS 
+ Automatic Differentiation 
+ Telescoping languages 
+ “Compiled libraries” 

problems 
University of  Chicago Department of Energy 
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QCDoC and BG/L 

+ 0 Leverage existing software and 
environments 
Use tools to automatically transform 
a p pl ica t ions 

applications to remove library overhead 
+ S2S tools to prune libraries of unused 

methods 
+ ATLAS-style tools to generate better code 

for important computational kernels 
+ Use tools for important families of 

operations, trading effectiveness for 
genera I i ty 

\o 
4 SQUrCe-tQ-§QUK€? tKiP'PSk3~iOP'P O f  MPP 

University o f  Chicago Department of Energy 
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Volume 19 - Numerical Algorithms at Non-Zero Chemical Potential - BNL-52573 
Volume 18 - Event Generator for RHIC Spin Physics - BNL-52571 
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! 
1 

Spin Physics III - Towards Precision Spin Physics at RHIC - BNL-52596 

BNL Research Center - BNL-52578 

Energies - BNL-52589 
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Additional RIKEN BNL Research Center Proceedings: 

Volume 17 - Hard Parton Physics in High-Energy Nuclear Collisions - BNL-52574 
Volume 16 - FUKEN Winter School - Structure of Hadrons - Introduction to QCD Hard Processes - 

Volume 15 - QCD Phase Transitions - BNL-52561 
Volume 14 - Quantum Fields In and Out of Equilibrium - BNL-52560 
Volume 13 - Physics of the 1 Teraflop RTKEN-BNL-Columbia QCD Project First Anniversary 

Volume 12 - Quarkonium Production in Relativistic Nuclear Collisions - BNL-52559 
Volume 11 - Event Generator for RHIC Spin Physics - BNL-66116 
Volume 10 - Physics of Polarimetry at RHIC - BNL-65926 
Volume 9 - High Density Matter in AGS, SPS and RHIC Collisions - BNL-65762 
Volume 8 - Fermion Frontiers in Vector Lattice Gauge Theories - BNL-65634 
Volume 7 - RHIC Spin Physics - BNL-65615 
Volume 6 - Quarks and Gluons in the Nucleon - BNL-65234 
Volume 5 - Color Superconductivity, Instantons and Parity @on?)-Conservation at High Baryon 

BNL-52569 

Celebration - BNL-66299 

Density - BNL-65 105 
Volume 4 - Inauguration Ceremony, September 22 and Non -Equilibrium Many Body Dynamics - 

Volume 3 - Hadron Spin-Flip at RHIC Energies - BNL-64724 
Volume 2 - Perturbative QCD as a Probe of Hadron Structure - BNL-64723 
Volume 1 - Open Standards for Cascade Models for RHIC - BNL-64722 

BNL-649 12 
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Li Reran Nuclei as heavy as bulls Cop yrigWCCASTA 

Through collision 
Generate new states of matter. 

T.D. Lee 
Speakers: 
R. Bennett P. Boyle D. Chen N. Christ 
A. Gara R. Gerrnain J. Glimm w. Gropp 
D. Keyes T.D. Lee J. Moreira D. Stampf 
D. Swesty M. Tuckerman 

Organizers: N. Christ, Y. Deng, A. Gara, J. Glimm, R. MawWey, E. McFadden, 
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